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Quantization condition of quantum-well states in CuÕCo„001…
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Recent photoemission data exhibit individual quantum-well states~QWSs! at integer numbers~1–20! of
monolayers in a Cu~001! film grown on a Co~001! substrate film, itself grown pseudomorphically on Cu~001!.
Ab initio calculations confirm the concept of the quantization condition inherent in the phase accumulation
model ~PAM! to predict the energies of QWSs as a function of their thickness, and provide new insight into
their nature. In addition, it is shown that band structures and reflection phases obtained from either experiment
or ab initio theory can quantitatively predict QWS energies within the PAM model. It is shown that a simple
superposition of oppositely traveling Bloch states, phase-shifted by the reflections from surface and interface,
gives an excellent representation of the QWSs within the ultrathin film. We point out an improvement to the
standard local density approximation to better represent the image potential of the free surface and its influence
on QWS. It is also shown that QWSs are tolerant of interdiffusion across the Co/Cu interface, which may
broaden the photoemission peaks characteristic of QWSs.

DOI: 10.1103/PhysRevB.68.045419 PACS number~s!: 73.21.Fg, 79.60.Jv, 79.60.Dp, 73.22.Dj
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I. INTRODUCTION

Metallic thin films display a variety of interesting prope
ties associated with quantum-well states~QWSs!. For ex-
ample, the oscillatory magnetic interlayer coupling1 was re-
cently shown to result from the QWSs in the spacer laye2,3

QWSs from a capping layer was also found to modulate
magnetic anisotropy of a ferromagnetic thin film.4 Further-
more, structural stability of Ag thin films grown on Fe~100!
has been revealed by angle-resolved photoemission ex
ments to be directly related to the QWSs in the Ag layer5

The above discoveries generated a widespread intere
the search for other properties associated with QWSs in
tallic thin films. Theoretically, understanding the electron
structures of such metallic thin films can provide necess
guidance for designing new materials with predictable pr
erties. Experimentally, recent advances in thin film synthe
and measurement techniques allow for a highly accurate
perimental determination of the QWSs and their associa
properties.

In this paper, we present recently measured an
resolved photoemission~PE! intensity data that show indi
vidual QWSs at integer numbers of Cu monolayers in
wedged Cu thin film system deposited on a Co~001! sub-
strate. The QWSs are revisited in the highly resolved ene
window E-EF50;21.9 eV of the PE data. The experime
tal electronic properties of the QWS are compared with
first principles simulations where we have corrected the b
Cu band structure to the true band structure mapped by
cent angle-resolved photoemission spectroscopy~ARPES!
measurements.6,7 It has been shown recently for bulk Cu th
highly accurate PE data give significant deviations from d
sity functional theory results for the occupied states.6–9 Until
now, no computational attempts have been made to cor
0163-1829/2003/68~4!/045419~7!/$20.00 68 0454
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the bulk band structure discrepancy between theory and
periment in the calculation of QWS energies. In general,
formation of the QWSs has been known to be caused
potential barriers. It is thus important to investigate t
QWSs based on more accurate bulk electronic energies
relaxed equilibrium atomic positions at the surface and in
face. Most of the calculations reported so far are based
Korringa-Kohn-Rostoker Green’s function methods10–12 us-
ing the local density approximation~LDA !.13,14In this paper,
using the plane wave norm-conserving pseudopoten
method, we determine QWSs by analyzing the wave fu
tions directly in real space.

Typically, the QWS energies are measured by PE a
function of Cu thickness, and are classified according to
numbern of nodes in the envelope electron wavefunctio
following the phase accumulation model~PAM!.15 The mod-
eled QWS energies are obtained via a nearly-free-elec
dispersion relationE(k') along theG-X line and the PAM
surface and interface phase formulas.15 Although the PAM
successfully explains the evolution of the QWS in t
energy-thickness plane, it is also noticed that the PAM
sults deviate from results of a more accurate tight-bind
model.15 In the PAM, the phase at the interface is calculat
using a step-function energy barrier whose height equals
minority-spin energy band gap of the ferromagnetic su
strate. This is obviously an oversimplified approximation,
pecially when the ferromagnetic band gap is a hybridiz
gap such as in the Co case and when the interlayer mix
occurs where the use of the step-function energy barrie
less justified. Unfortunately, the QWS positions in t
energy-thickness plane depends less sensitively on the v
of the PAM phase, making it difficult to examine the validi
of the PAM. As shall be reported in this paper, the accur
experimental data from our recent measurement allow u
©2003 The American Physical Society19-1
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examine the PAM phase. It turns out that the PAM phas
different from the experimentally and calculated total phas
although it is conceptually correct and gives reasonably g
QWS energies as a function of film thickness.

II. EXPERIMENT

A Cu~001! single crystal was prepared by mechanical p
ishing down to 0.25-mm diamond paste followed by electro
chemical polishing.16 Then the Cu substrate was cleanedin
situ with cycles of Ar ion sputtering at 1.5 keV and anneali
at 600–700 °C until sharp low energy electron diffracti
diffraction spots were observed. An 8-ML Co film wa
grown pseudomorphically on Cu~001! to serve as the ferro
magnetic substrate; the Co film has a structure close to
Then a Cu wedge with a slope of;5 ML/mm was grown on
top of the Co for the QWS study. Both the Co and Cu film
were grown at room temperature, and their growth rate w
measured by a quartz crystal oscillator. The base pres
was;3310210 torr, and the pressure during the growth w
;1.431029 torr.

X-ray photoemission measurement was performed
beamline 7.0.1.2 of the Advanced Light Source at
Lawrence Berkeley National Laboratory. The small be
size (;50-100mm) gave a thickness resolutio
;0.3–0.5 ML on the wedged sample. An 83-eV photon e
ergy was used to select the electronic states near the be
the Cu Fermi surface. The photoemission electrons in
normal direction were collected by a Scienta SES-100 a
lyzer which simultaneously measures the energy and ang
spectra. The angular window for the photoemission spect
;1°. QWSs associated with discrete Cu layers can
clearly observed, showing a layer-by-layer growth manne
the Cu film on Co~001!. The Cu thickness can be accurate
determined by assigning those discrete QWS to integer n
ber of Cu layers. The result is consistent with the value m
sured by the quartz crystal oscillator. Moreover, this meth
also determines the starting point of the Cu wedge preci
which is always difficult to determine accurately using oth
methods~such as using the Cu 3p core level intensity!.

III. COMPUTATIONAL METHOD

The calculations presented here are based on density f
tional theory~DFT! ~Refs. 13,14, and 17! and the Perdew-
Burke-Ernzerhof Generalized Gradient Approximati
~PBE-GGA! ~Refs. 18 and 19! to the exchange-correlatio
functional, as implemented in the norm-conserving pseu
potential plane-wave parallel codesPARATEC and PETOT.20

Pseudopotentials of the Hammann and Troullier-Mart
type21–23 were generated with theFHI98PP pseudopotentia
program. The 3s, 3p, and 3d states are included for the C
and Co valence electrons. For the~001!-oriented thin film,
we have used (a/2,a/2,0) and (a/2,2a/2,0) as the unit cell
periodicity in the lateral directions, wherea is the bulk Cu
lattice constant. Given such a unit cell, we have used
3832k-point grid fork-space integration. Correspondingl
we have used a cold smearing method24 for Fermi surface
smearing. This method allows us to use a 0.1-eV smea
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energy without causing significant errors in the Fermi ener
A kinetic energy cutoff of 60 Ry was used to expand t
electronic wavefunctions in the plane-wave basis.

In the absence of experimental structural information
the Cu surface and Cu/Co interface in this system, we h
optimized the structure using a quasi-Newton method,25 until
the forces are decreased to within 0.004 Ry/a.u.. A few lay
of surface and interface Cu and Co atoms are relaxed, w
other Cu~Co! atoms are maintained at their bulk position
The lateral lattice constanta is 3.61 Å, the bulk value of Cu,
since in the experiment, the whole Cu/Co bilayer system
grown pseudomorphically on a bulk Cu substrate. Becaus
this, the interlayer distance in the center of the Cu film
1.805 Å and in the ‘‘bulk’’ of the Co film 1.76 Å, as shown
in Fig. 1. In all the calculations, 4 ML of Co are used
simulate the substrate Co layers. Test simulations with 4
ML of Co indicated no significant energy change in t
QWS. All of our simulations were performed on IBM S
computers at the NERSC computing center.

IV. RESULTS AND DISCUSSION

A. Bulk band structure

Our calculated local density approximation~LDA ! and
the GGA band structures for bulk Cu were found to be
most identical and are shown in Fig. 2 as the dotted curv
They both deviate somewhat from the experimental resul26

due to a well-known DFT-LDA/GGA band structure erro
There are two significant errors in the bulk band struct
that would cause errors in QWS calculations. First, relat
to the Fermi energy, the calculatedd-state band is at least 0.
eV too high. Second, thesp-state band along theD1 direc-
tion, which is responsible for the formation of QWS in th
Cu/Co~001! thin film, is about 0.3 eV too low. Compared t
experiment the GGA/LDA calculation yields thed-like D5
and D2 bands too high at E-EF521.64 eV and21.73 eV
for X5 and X2 states, respectively. As a result, this leads
the occurence ofd-like QWS for emission energies large
than 1.6 eV, which was also the case in the calculation
Nordström et al.10 However, in the experiment, onlysp-like
QWSs are seen up to emission energies of 2 eV. Recently
LDA/GGA error has been studied in more detail for bulk C
via a full three-dimensional mapping of crystal momentu
wave vectork with ARPES experiments in conjunction wit

FIG. 1. The film structure of Co4 /Cu7 with free surface at right
has the following optimized interlayer distances: d151.747 Å, d2
51.688 Å , d351.818 Å, d451.775 Å, d551.788 Å, d651.808
Å, and d751.789 Å; all the other spacings are 1.805 Å for Cu a
1.76 Å for Co. Cu atoms are denoted by black spheres and
atoms are indicated by gray spheres, all of which are enclosed in
tetragonal supercell aligned in the surface normal direction~z!.
9-2
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QUANTIZATION CONDITION OF QUANTUM-WELL . . . PHYSICAL REVIEW B 68, 045419 ~2003!
full-potential DFT calculations.6,7 It has been shown that th
LDA/GGA Cu band energies are not only off by a few tent
of an eV, dependent onk and the band index, but also th
relative band locations are misplaced.6,7 This prompted a se
ries of more accurateab initio calculations within theGW
approximation~GWA! for bulk Cu.8,9 The ab initio GW cal-
culations are strikingly similar to the measured Cu ba
structure showing the importance of the dynamic exchan
correlation potential or the self-energy in considering the
cited states properties of even weakly-correlated metals s
as Cu.

However,GW calculations can not be performed for o
current layered structure due to the heavy computatio
cost. Instead, we have modified our LDA/GGA nonloc
pseudopotentials in order to fit the experimental bulk
band structure. We have added simple Gaussian terms in
s, p, and d nonlocal pseudopotentials of Cu, and fitted t
bulk band structure at several symmetry points: L-G-X. A
more detailed description of this fitting procedure is given
Ref. 27. The resulting fitted bulk Cu band structure is sho
in Fig. 2 as the solid curves.

B. Quantum-well states

We used the fitted Cu pseudopotential to performab initio
calculations for the Cu/Co~001! systems with 4 ML of Co
and up to 17 ML of Cu. Then we compared our calcula
results with previously reported DFT/LDA calculations a
our high resolution experimental PE data. Unlike the afo
mentioned Korringa-Kohn-Rostoker Green’s functi
calculations,10–12 our pseudopotential calculation allows u
to directly associate the QWS with the electron wave fu
tions. To this end, we take the average of the wave func
squared over the lateral plane and plot the results in thz
direction. We then identify QWS according to the envelo
nodal structures. In Fig. 3, the lateral averaged wavefunc
squared shows an envelope nodal structure that modu
faster atomic scale oscillations.

FIG. 2. The Cu band structures along the L-G-X line: GGA
bands are denoted by dotted curves; corrected bands are indi
by solid curves. The inset zooms in onsp-like D1 bands in the
region k'51.2;1.5 Å21 along theG-X line, where the band de
termined by fitting the experimental QWS is denoted by a das
curve.
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Our calculated minority-spin QWS energy levels at t
surface Brillouin zone centerḠ ~corresponding to the norma
photoemission direction in the experiment! are shown in Fig.
4 for different numbers of Cu ML. Also shown in Fig. 4 a
an intensity contour plot are the new experimental PE QW
energies~at the intensity maxima!. The calculated QWS en
ergies fall within about 0.1 eV of the experimental value
and the agreement improves with increasing Cu thickne
Interestingly, our calculated QWS energies agree well w
previously calculated results by Van Gelderenet al.,12 al-
though their LDA D1 band dispersion differs from ours
However, our band structure corrected calculations prov
sp-like QWS in an energy window of E-EF from 0 to

ted

d

FIG. 3. Calculated in-plane average electron charge dens
uC(z)u2 for the Co4 /Cu10 system are shown with respect to th
fitting standing waves expressed in Eq.~4!: ~top panel! E2EF

521.3 eV corresponding ton53; ~bottom panel! E2EF

520.28 eV corresponding ton52. The overlap magnitudes be
tween the fitting~dashed! and the calculated~solid! charge densities
for both QWSs reach 99% in the indicated fitting range. The und
lying Cu ~Co! atoms are depicted by black~gray! circles.

FIG. 4. The experimental photoemission yield is shown in co
tour as a function of Cu ML along with the QWS energies calc
lated using the corrected Cu bands and GGA~denoted with filled
circles!. QWSs for interdiffusion interface layers of Co and Cu a
depicted with gray squares.
9-3
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22.0 eV in agreement with the experiments. In contrast, p
vious uncorrected LDA calculations showed a dense pat
of d-like QWS around21.6 eV down to22.0 eV.

In Fig. 4, one can draw a horizontal line for a given e
ergy E. The oscillation periodicity of the PE intensity alon
this line is a manifestation of the crystal momentum wa
numberk' for this given energy. For example, our calculat
oscillation period of the QWS at the Fermi energyEF is 5.7
ML, which is in good agreement with our experimental val
of 5.6 ML. This corresponds to Fermi wave numbers ofkF
51.435 and 1.429 Å21, respectively, for the calculated an
experimental results. Both numbers correspond well w
known de Haas–van Alphen data:kF /kBZ50.827 (kF
51.439 Å21), wherekBZ is the Brillouin zone boundary.28

C. Phase accumulation model

The phase accumulation model~PAM! ~Refs. 15,29, and
30! is often used to describe the quantization of QWSs. C
ceptually, it envisions a plane wave propagating inside
quantum well. As the plane wave reaches the surface~or
interface! of the thin film, it will be reflected back with an
additional surface~interface! phaseuS (u I). After the plane
wave has been reflected at both surfaces, it can undergo
structive or destructive interference with itself. For constru
tive interference the total accumulated phase must be an
teger multiple of 2p. Thus, the quantization condition fo
the existence of a QWS is given by

2ke f fd2u I2uS52pn,

2k'd1u I1uS52p~N2n!, ~1!

wherek'5kBZ2ke f f is the crystal momentum wave vecto
perpendicular to the film surface,kBZ5pN/d52p/a, d is
the Cu thickness~the number of Cu ML,N, times the inter-
layer spacing,a/2), anduS andu I are electron-wave reflec
tion phases at the Co/Cu and the Cu/vacuum interfaces
spectively. Notice that in Eq.~1!, k' is a function of plane
wave energy E. In order to determine QWS energies us
Eq. ~1!, one also needs to knowuS andu I as functions of the
plane wave energyE. In the PAM model, these are provide
by the following phase formulas15:

uS5pA3.4~eV!

EV2E
2p, ~2!

u I52sin21A E2EL

EU2EL
2p, ~3!

where in this case EV54.4 eV, EL523.9 eV, EU
520.58 eV, andE is evaluated with respect to the Ferm
energyEF . Equation~2! has been derived with the hydro
genic description of the surface potential barrier with a cl
sical image charge in the WKB approximation, and Eq.~3! is
derived from a semiempirical expression29,30 based on the
sp2d band hybridization gap of Co. In an application of th
PAM model, thek'(E) curve is approximated by the near
free electron dispersion which describes very well thesp-like
04541
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D1 band near the Fermi level. Thus, the main source of e
in the PAM comes from the phases described in Eqs.~2! and
~3!.

In order to analyze the deficiencies in the PAM descr
tion of phases, we adopt two different but complement
approaches to evaluating the phases and the surface-no
wave numbersk' in our computed QWSs. First, we app
Eq. ~1! to Fig. 4. In Fig. 4, if we draw one horizontal line
then k' , uS , u I will be the same along this line. What i
changing along this line is thed andn in Eq. ~1!. From one
peak of PE intensity to another peak,n increases by 1 while
d increases by some amountDd. Thus we obtaink'5kBZ
2(1/2)(2p/Dd) from Eq. ~1!, independent of the phas
value ofuS andu I . After k' is obtained, the total phaseuT
5u I1uS can be calculated at the first peak from the left
Fig. 4, assumingn51 and using Eq.~1!. For the experimen-
tal data, in order to determine the PE intensity peak positi
more accurately, we have fitted the PE intensity curve wit
sinusoidal function I (d)5a1b cos(2kef fd2uT) for each
given energyE. This is essentially the same procedure as
discussed above. Thek'(E) curve obtained this way from
our calculated data in Fig. 4 reproduces almost exactly
bulk band structure results of thesp-like D1 band shown by
the solid curves in Fig. 2. However, thek'(E) obtained from
the experimental data in Fig. 4 deviates slightly from o
theoretical results. This is shown as the dashed curves in
inset of Fig. 2. Since our LDA-corrected theoretical ba
structure is fitted to experimental bulk Cu photoemiss
data, this means that the experimental curvek'(E) from the
current thin film experiment might be slightly different from
the direct bulk Cu photoemission experimental results.

The second approach to analyzing the theoretical resul
a more sophisticated fitting procedure. In this procedure,
Bloch waves running in opposite directions with wave ve
tors k' and 2k' are used to construct the calculated qua
tum well state away from the interface and surface. Mo
precisely, we have

cFit~r !5uk~r !eik'z1uk* ~r !e2 i (k'z1u), ~4!

whereuk(r ) is the periodic part of the Bloch wavefunctio
obtained in a bulk Cu calculation.cFit(r ) is used to fit the
calculated quantum well statecQW(r ). More precisely, we
maximized the overlap F5u*z1

z2cQW* (r )cFit(r )d3r u2/
*z1

z2ucFit(r )u2d3r , by sweeping throughk' andu, wherez1,
z2 delimit the fitting region as indicated in Fig. 3. The fitte
k' agrees with the result calculated from the data in Fig
and the calculated bulk band structure shown in Fig. 2. T
microscopic fitting procedure provides a;99% overlap for a
fitting region starting one atom above the interface Cu a
ending one atom below the surface Cu for Co4 /Cun thin
films. Two fitted cFit(r ) wavefunctions squared are show
as dashed lines in Fig. 3 forn52 and 3. In the fitting region,
there is almost no difference between the directly calcula
and the fitted wavefunctions. The only significant differen
appears outside the last layer of Cu atoms, as expected.
confirms that the phase accumulation model concept of
9-4
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QUANTIZATION CONDITION OF QUANTUM-WELL . . . PHYSICAL REVIEW B 68, 045419 ~2003!
oppositely running Bloch wave functions is sufficient
model the QWSs in the quantum well region. Notice that t
assumption is not automatic: there could be other bulk w
functions in the construction of the QWSs; and near the s
face, there could be evanescent states from other b
which have the same energy but an imaginaryk' . Our cal-
culation shows that these evanescent states decay almo
zero as soon as we are inside the Cu layers.

The total phasesuT fitted using Eq.~1! from the experi-
mental data and theoretical data in Fig. 4 are shown as s
circles and squares in the bottom panel of Fig. 5. Also sho
as the solid curve in the bottom panel of Fig. 5 is the to
phase of the PAM model according to Eqs.~2! and~3!. There
are large differences between these three sets of result
our microscopic fitting of Eq.~4!, besides the total phas
u I1uS , we can also obtain the individual phasesu I anduS .
By definition,uS (u I) is the phaseu (2u) when the zero of
z in Eq. ~4! is defined atzS (zI), the reflection point of the
Cu surface~interface!. Here we definezS and zI to be one-
half of a monolayer beyond the last Cu nuclei of the surfa
and interface, respectively. This definition is consistent w
the definition of the total thickness of Cu layers in Eq.~1!.
The fittedu I and uS determined this way are shown in th
top panel of Fig. 5. They are both different from the PA
formula results. Note that the sum of the microscopica
fitted u I and uS almost exactly equals the total phase fitt
from the theoretical data points in Fig. 4 using Eq.~1!.

The calculated reflection phasesu I , uS at the Co/Cu and
Cu/vacuum interfaces deviate significantly from the PA

FIG. 5. The top panel shows the interface and surface reflec
phasesu I anduS determined by our fitting method and also give
by the PAM expressions for the phases in Eqs.~2! and ~3!. The
bottom panel indicates the total phasesuT5u I1uS , given by the
PAM, our fitting method, the experiment and our correction.
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phases, and the calculated total phasesuT lie between the
PAM results and our experimental results. The calcula
total phase differs from experimental results by abo
60° –80°, while the simple PAM formula differs from ex
periment by about 100° –150°. In addition, the PAM phase
the interface,u I , is set equal to zero for E-EF.20.58 eV
when resonance coupling appears between thesp-like states
in Co layers and Cu layers. Thus, we find on the one h
that the PAM model provides an excellent qualitative pictu
and that Eq.~1! is valid conceptually, and, on the other han
that the current formulas for the PAM phases@Eqs. ~2! and
~3!# need to be modified to get quantitatively accurate
sults. It is worth mentioning that the uncertainty at the sta
ing point of the Cu wedge can give a correction ofDuT
52ke f fDd to the PAM phase. We have found that the co
rection improves the QWS fitting in the energy-thickne
plane, but can never bring the PAM phase in agreement w
the experimental phase.

To shed some light on the deviation of our calculated to
phase from experiment, let us consider the effect of the sm
k'(E) differenceDk'5kBZ2Dke f f between the theoretical
bulk PE experimental result and the current thin film fitt
experimental result, and of the possibility of some unc
tainty in the position of the Cu surface. We will use an u
certaintyDd of the total thin film thickness to describe th
uncertainty at the surface. To this end, we can express
resulting change in the theoretical total phaseDuT as

DuT52ke f f~E!Dd12Dke f f~E!d. ~5!

SinceDke f f is fixed in our calculation, the only free param
eter isDd. To bring our theoretical result close to the expe
mental resultuT , we have found thatDd would need to be
20.9 Å, which corresponds to half a monolayer. The red
tion of Cu thickness by 0.5 ML alone already leads to fai
good agreement with the experiment. After thisDuT of Eq.
~5!, the calculated total phase is in agreement with the
perimental results, as shown in Fig. 5.

D. Surface potential correction in the LDA calculation

The above analysis ofDuT is illuminating. It shows that
the difference between the calculated total phase and the
perimental one can be explained by some correction to
surface. This is also consistent with the comparison in Fig
The difference between the calculated QWS energy and
experimental one is about 0.1 eV for smalld, while it de-
creases significantly for largerd. One possible surface cor
rection to the LDA calculation is the surface image potent
It is well known that the LDA calculation fails to reproduc
the 2e/4z image potential that exists near a me
surface.31–35 Quantum mechanically, this image potential
due to the exchange-correlation hole. At the surface,
exchange-correlation hole at a given pointr becomes highly
nonlocal and asymmetric aroundr. Essentially, even ifr is
away from the surface, this exchange-correlation hole can
leave the metal and thus forms an image charge atr, which
gives rise to the image potential. Unfortunately in a LD

n
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calculation, the approximated exchange-correlation hole
ways surroundsr with a spherical symmetry. Many researc
ers have studied this problem using different methods:
external potential perturbation method,31 weighted density
approximation,32,33 and theGW method.34,35 The correction
to the LDA image potential is negative away from the s
face, which would lower the calculated QWS energi
bringing them even further from the experimental values~see
Fig. 4!. However, in all the beyond-LDA calculations of th
image potential,32–35 while there is a negative -e/4z add
tional potential to the LDA away from the surface, there
always a small positive correction near the surface.

The QWSs are strongly peaked near the surface since
have antinodes at the surface; therefore a small change i
potential there will significantly change their energies. W
have taken the correction to the LDA potentialDv from Ref.
33, and performed a zero-order estimation based
*Dv(r )uc(r )u2d3r for the change in the quantum well eige
state energy. We found that the eigenstate energy can be
ily shifted upward by more than 30 meV for small copp
thicknesses, bringing it closer to the experimental val
Even higher shifting is possible, depending on the model
parameters used. The correction will be less significant as
number of layers of copper increases and surface effects
come relatively less important. This can explain why t
error between theory and experiment decreases with incr
ing copper thickness. However, since different methods31–35

tend to give differentDv near the surface, we feel that
more quantitative treatment is not warranted at this po
Nevertheless, the error in the LDA surface potential could
a reason for the discrepancy between theory and experim
that we see in Figs. 4 and 5.

E. Effect of interdiffusion on QWSs

We have also investigated theoretically the influence
quantum well states of a possible interdiffusion at the Co
interface, which could take many forms. Such an interfa
was modeled very roughly and simply to obtain a qualitat
picture, by replacing the perfect Cu layer at the Co/Cu in
face with a 50:50 mixed layer of Co and Cu, arranged i
checkerboard pattern of a doubled supercell. This model
responds to shifting the average interface halfway betw
the integer-monolayer values discussed so far. One may
pect the resulting QWS energies to fall between those
perfectly sharp interfaces; however, the exact values will
pend on details of the wave functions and reflection pha
and thus need not be simple averages of those for pe
interfaces. The calculated resulting QWS energies indeed
on the dominant QWS curves as denoted with filled squa
in Fig. 4, thus interpolating between the energies for integ
monolayer films. This suggests that the QWSs have a to
ance to interdiffusion across the interface. It also shows
interdiffusion can contribute to the ‘‘smearing’’ of the curve
seen in Fig. 4, which reduces the resolution of individu
peaks at integer Cu thicknesses. For instance, for Co4.5/Cu2.5
with a 50:50 mixed interface layer, a QWS level resides
E-EF521.13 eV that falls on an interpolation curve fo
n51 between the results for Co4 /Cu2 and Co4 /Cu3. Simi-
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larly, Co4.5/Cu5.5 has two QWSs at E-EF521.48 eV and
20.15 eV that fall on the interpolation curves forn52 and
1 in Fig. 4, respectively.

Another interesting aspect of the interdiffusion is co
nected to the foregoing phase correction ofDd50.9 Å in Eq.
~5!. According to our calculation, a Co41x /Cun2x film has an
effective thickness ofd5(n2x)* a/2. This opens up the
possibility of fractional-monolayer thicknesses. It poses
difficult task for experimental determination ofd. Currently,
zerod is assigned in our wedge experiment by finding in
vidual spots in the PE intensity in Fig. 4, and assuming t
these spots correspond to integer numbers of monola
thickness. Further investigation is needed to clarify t
point.

V. CONCLUSIONS

We have measured new photoemission intensity data
unprecedented accuracy that allow for the close examina
of phases and nodal structures of QWSs in the Co/Cun sys-
tems. Up until recently, the combined method of the nea
free electron model and the PAM model has been used
marily to fit the QWS energy as a function of Cu thickness
the Co/Cun systems. However, our photoemission data a
calculations indicate that the PAM model, while correct
concept, is not accurate with the simple assumed PAM ph
expressions that are commonly used with it. On the ot
hand, if one uses the experimental phases~derived from a
plot like that of Fig. 4!, the PAM method provides an accu
rate description of the QWS energy as a function of
thickness.

Our calculations with the corrected Cu band structu
have shown that the calculated QWS energies fall wit
about 0.1 eV of the experimental values, improving LD
results which give errors of about 0.3 eV with respect to
experiment. The QWS oscillation periodicities evaluat
from the calculated energy-thickness relation (E(d)) prove
to be consistent with the corrected Cu band structure
differing slightly from the fitted band of the experiment
QWS ~see Fig. 2!. The sp-like QWSs have been accurate
calculated down to E-EF522.0 eV; we therefore do not ob
serve the dense set of QWS arising from the Cud-like D5
band seen in that range in the calculations of Nordstr¨m
et al.10

To verify the validity of the PAM model, we have con
structed a standing wave as a superposition of two b
Bloch waves running in opposite directions, and the result
standing wave describes the full QWS wave functions w
an accuracy of 99% within the film. This confirms that th
PAM concept of two oppositely running wavefunctions
sufficient to accurately model the QWS if those wavefun
tions are chosen to be accurate bulk eigenstates.

We have obtained surface and interface reflection pha
in different ways, both from experiment and theory. The d
ference of phases between theory and experiment can
qualitatively explained as due to an inadequacy of the LD
GGA description of the image potential. By taking into a
count an additional positive potential near the surface, ba
on earlier models, the calculated QWS energy eigenva
9-6
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and phases shift nearer to experiment; this results from
electron wave function peak near the surface. In other wo
the additional positive potential near the surface reduces
effective width of the potential well.

Our simple model of interdiffusion at the Co/Cu interfa
suggests that the QWSs have a tolerance to such interd
sion: the QWS energies remain close to the dominant E vd
curves visible in Fig. 4, thus approximately interpolating b
tween QWS energies for neighboring integer-monolayer fi
thicknesses. Such interdiffusion thus would smear out
dominant curves~ridges! in Fig. 4, reducing the sharpness
the peaks seen in those curves.
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